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We have recently proposed@Phys. Rev. E60, 3361 ~1999!# an algorithm for the generation of normal
pseudorandom numbers that is nearly 10 times faster than the Box-Muller algorithm. A flaw in this algorithm
is pointed out in the preceding Comment@Probert, preceding Comment, Phys. Rev. E63, 058701~2001!#. It
turns out that significant correlations show up in strings of pseudorandom numbers generated by our algorithm
if such strings are sufficiently long. A slightly modified algorithm that is free from this defect is proposed.
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A flaw in our algorithm@1# for the generation of norma
pseudorandom numbers~PRN! is reported in the precedin
Comment@2#. Consider the sum
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of M successively generated PRN,x1 ,x2 , . . . ,xM . The
probability density distribution function~PDF! p(z) that is
obtained from our algorithm is not well behaved. Flaws
PDF distributions of some sufficiently large sums of PR
have been previously found in some well-known unifo
random number generators@3#.

Following Probert’s preceding Comment, we have tes
our algorithm by generatingp(z) distributions for various
values ofM and of the numberN of molecules~registers, in
a computer program! in the gas that is simulated by the a
gorithm. The algorithm we proposed in Ref.@1# gives p(z)
distributions that depend onM /N. The PDF’s that are ob
tained are in general too wide. The standard deviation
creases monotonically withM /N from the correct value for
M /N!1 up to a value that is approximately 2.5 times t
large, forM /N*10. Unfortunately, this is so for arbitrarily
long warming up times.

We report below a slightly modified version of our orig
nal algorithm@1#, which, as far as we can tell, yields wel
behavedp(z) PDF’s. They are free from the flaw reported
the preceding Comment. The improved algorithm is as
lows:

ı5U~1,N!, 5Uı~1,N!, ~2!

Rsign52U~0,1!21, ~3!

v ı←Rsign~v ı1v !/A2, ~4!

v ←2v ı1RsignA2v  , ~5!

whereU(1,N) gives uniformly distributed random intege
~UDRI! in the interval@1,N#, and Uı gives UDRI that are
different from ı in the interval@1,N#. The second line tha
1063-651X/2001/63~5!/058702~2!/$20.00 63 0587
d

-

l-

defines quantityRsign is new. SinceRsign561, the rotation
defined by Eqs.~3! and~4! in this algorithm is either byp/4
or by 3p/4. @As in Ref.@1#, the updated value ofv ı from Eq.
~3! is to be used in Eq.~4!.#

The tests we have performed show that this algorit
meets all specifications given in Ref.@1# for the original one.
In addition, Kolmogorov-Smirnov tests of the above alg
rithm for N52n andn53,4, . . . ,9give no deviation from a
Gaussian PDF forM&50N2, with 99% confidence. Finally,
the above algorithm gives well-behavedp(z) PDF’s.

Table I shows numbers that we have obtained by mak
use of the algorithm given in Eqs.~3!–~5!. These numbers
were obtained as follows. We have generated the rand
values of indicesı and  in Eq. ~2! and of Rsign in Eq. ~3!
with the GGL algorithm@4#. Initially, we setv ı51 for all
1<ı<N and generatenp3106 PRN in order to warm up the
algorithm, before each block of 106 sequential normal PRN

TABLE I. Number of times~referred to as ‘‘failures’’ below!
the mean and the variance, given by our algorithm for 100 block
106 sequentially generated numbers, deviated from their expe
value by more than 2.576 times their standard deviations, for
shown number of moleculesN and of warming up runsnp . The
expected number of times is 1 in both cases.

N np Failures of the mean Failures of the varianc

1 024 2 1 2
1 024 4 0 2
1 024 8 1 0
1 024 16 2 0

65 536 2 0 0
65 536 4 1 0
65 536 8 3 2
65 536 16 0 3

1 048 576 2 0 1
1 048 576 4 1 1
1 048 576 8 2 1
1 048 576 16 0 0
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is generated. The starting seed for the GGL algorithm w
chosen in each case to be a six digit number obtained f
throwing six dice. Table I affords a comparison with th
table of values given in the preceding Comment@2#.

A portableFORTRAN code for Eqs.~2!–~5! may be down-
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loaded from http://Pipe.Unizar.Es/ jff/code/rg.f or request
from one of us by electronic mail from jff@Pipe.Unizar.E
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